
a) The relationship between different molecular
pre-training methods is unexplored.

b) Existing prevalent molecular pre-train
methods exhibit preference on specific types of
downstream tasks, and the reason is unknow.

c) There lacks a universal model capable of 
effectively applying to various categories of
molecular tasks for molecular pre-training.
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b. Based on the theoretical derivation, the three SSL methods 

lead to clustering patterns in molecular representation space at 
different granularity, thus benefiting specific tasks.

c.
a. and b. demonstrate the feasibility and necessity
to combine the strengths of existing methods by 
learning hierarchical molecular representations.

Thus we propose UniCorn, a unified pre-training 
framework, to learn multi-view molecular

representations in the student encoder which is 
applicable to a wide array of downstream tasks.

Results

UniCorn achieves optimal results across 33 out of 38 
molecular tasks that span a wide range of quantum, 
physicochemical, and biological domains.

 Biological tasks (MoleculeNet)

 Quantum tasks (MD17)
 Physicochemical tasks

(MoleculeNet)

 Quantum tasks (QM9)

Analysis & Method

a. We theoretically unify 

reconstructive and 
contrastive methods, and 
comprehend them in a 
unified perspective by 
contrastive learning and 
representation clustering.


